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    Biography


    I am a Senior Research Scientist in the Radiomics R&D team with Q Bio, where I am responsible for developing algorithms and methods that improve Medical Imaging.
From 2016 to 2019, I was an Assistant Professor at Skolkovo Institute of Science and Technology (Skoltech), Moscow and director of the Computational Imaging Group (CIG). I have also held Postdoctoral Research Associate positions with the Biomedical Imaging Group at EPFL and the Department of Applied Mathematics at UCLA.

My research interests lie in the areas of computational imaging, machine & deep learning, computer vision and large-scale optimization. My current focus is on inverse imaging
problems, including, denoising, deconvolution, super-resolution, demosaicking, compressive sensing, etc., with applications in digital photography, biomicroscopy and medical imaging.

For more information about me, see my CV or contact me.



    

      
      
        Interests

        	Computational Imaging
	Computer Vision
	Machine & Deep Learning
	Large-Scale Optimization


      

      

      
      
        Education

        	
            
            
              PhD in Electrical & Computer Engineering, 2009

              National Technical University of Athens (NTUA)

            

          
	
            
            
              Diploma/M.Eng. in Computer Engineering & Informatics, 2004

              University of Patras, Greece
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            Senior Research Scientist

            Q Bio Inc.

            
              Feb 2019 –
              
                Present
              
              
                
                San Francisco, CA, USA
              
            

            Responsible for leading the R&D efforts of the Radiomics team in the areas of parallel and quantitative MRI reconstruction.

          

        

      

    

    
    
      
      
        
           

           

        

        
           
        

        
           

           

        

      

      
      
        
          
            Assistant Professor

            Skolkovo Institute of Science and Technology (Skoltech)

            
              May 2016 –
              
                Mar 2019
              
              
                
                Moscow, Russia
              
            

            Principal investigator of the Computational Imaging Group (GIG). Supervised 3 PhD candidates and 9 Msc students. Lectures on fundamental topics in signal and image processing. Research in computational imaging, deep-learning, and low-level computer vision with applications in digital photography and biomedical imaging.

          

        

      

    

    
    
      
      
        
           

           

        

        
           
        

        
           

           

        

      

      
      
        
          
            Postdoctoral Research Fellow

            University of California, Los Angeles (UCLA)

            
              May 2014 –
              
                Apr 2016
              
              
                
                Los Angeles, CA, USA
              
            

            Member of the Computational and Applied Mathematics Group, working with Prof. Stanley Osher. Research in non-local variation methods and convex optimization techniques for large-scale inverse imaging problems.

          

        

      

    

    
    
      
      
        
           

           

        

        
           
        

        
           

           

        

      

      
      
        
          
            Postdoctoral Research Associate

            École polytechnique fédérale de Lausanne (EPFL)

            
              Jul 2010 –
              
                Apr 2014
              
              
                
                Lausanne, Switzerland
              
            

            Member of the Biomedical Imaging Group, working with Prof. Michael Unser. Research in the design of novel regularization methods and large-scale convex optimization techniques with emphasis on biomedical and computer-vision applications.

          

        

      

    

    
    
  




    

  

  
  
  

  

  

  

  

  

  
  

  
  
  

  
  
  
  
  

  
  

  
    
      




  
    Honors & Awards

    
  

  
    

    
    
      
        2017 Best Paper Award
IEEE Signal Processing Society

            Dec 2017
            
          


          
            Best paper award for the paper :
	S. Lefkimmiatis, A. Bourquard and M. Unser, Hessian-Based Norm Regularization for Image Restoration With Biomedical Applications,
IEEE Transactions on Image Processing, Volume 21, No. 3, March 2012



          

          
        

      

    
      
        Advanced Postdoc Mobility Fellowship
Swiss National Science Foundation

            May 2014
            
            – Oct 2015
            
          


          

          
        

      

    
      
        Thomaidio Award
National Technical University of Athens

            Sep 2009
            
          


          
            Award for the paper :
	S. Lefkimmiatis, P. Maragos and G. Papandreou, Bayesian inference on multiscale models for Poisson intensity estimation: Applications to photon-limited image denoising, IEEE Trans. Image Process., vol. 18, no. 8, pp. 1724–1741, August 2009.



          

          
        

      

    
      
        PhD scholarship
Bodossaki Foundation

            Jan 2006
            
            – Dec 2009
            
          


          
            PhD scholarship based on academic achievements

          

          
        

      

    
      
        TEE Award
Technical Chamber of Greece

            Jan 2005
            
          


          
            Award to top ranking students in the School of Computer Engineering  Informatics

          

          
        

      

    
      
        IKY Award
Greek State Scholarships Foundation

            Jan 2004
            
          


          
            Award to top ranking students in the School of Computer Engineering & Informatics for the academic year 2002-2003
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  F. Kokkinos, S. Lefkimmiatis
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      IEEE Transactions on Image Processing
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    Iterative Joint Image Demosaicking and Denoising Using a Residual Denoising Network
  


  
  
    Modern digital cameras rely on the sequential execution of separate image processing steps to produce realistic images. The first two steps are usually related to denoising and demosaicking, where the former aims to reduce noise from the sensor and the latter converts a series of light intensity readings to color images. Modern approaches try to jointly solve these problems, i.e., joint denoising-demosaicking, which is an inherently ill-posed problem given that two-thirds of the intensity information is missing and the rest is perturbed by noise. While there are several machine learning systems that have been recently introduced to solve this problem, the majority of them rely on generic network architectures, which do not explicitly consider the physical image model. In this paper, we propose a novel algorithm that is inspired by powerful classical image regularization methods, large-scale optimization, and deep learning techniques. Consequently, our derived iterative optimization algorithm, which involves a trainable denoising network, has a transparent and clear interpretation compared with other black-box data driven approaches. Our extensive experimentation line demonstrates that our proposed method outperforms any previous approaches for both noisy and noise-free data across many different datasets. This improvement in reconstruction quality is attributed to the rigorous derivation of an iterative solution and the principled way we design our denoising network architecture, which as a result requires fewer trainable parameters than the current state-of-the-art solution, and furthermore can be efficiently trained by using a significantly smaller number of training data than existing deep demosaicking networks.
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    Universal Denoising Networks : A Novel CNN Architecture for Image Denoising
  


  
  
    We design a novel network architecture for learning discriminative image models that are employed to efficiently tackle the problem of grayscale and color image denoising. Based on the proposed architecture, we introduce two different variants. The first network involves convolutional layers as a core component, while the second one relies instead on non-local filtering layers and thus it is able to exploit the inherent non-local self-similarity property of natural images. As opposed to most of the existing deep network approaches, which require the training of a specific model for each considered noise level, the proposed models are able to handle a wide range of noise levels using a single set of learned parameters, while they are very robust when the noise degrading the latent image does not match the statistics of the noise used during training. The latter argument is supported by results that we report on publicly available images corrupted by unknown noise and which we compare against solutions obtained by competing methods. At the same time the introduced networks achieve excellent results under additive white Gaussian noise (AWGN), which are comparable to those of the current state-of-the-art network, while they depend on a more shallow architecture with the number of trained parameters being one order of magnitude smaller. These properties make the proposed networks ideal candidates to serve as sub-solvers on restoration methods that deal with general inverse imaging problems such as deblurring, demosaicking, superresolution, etc.
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    Structure Tensor Total Variation
  


  
  
    We introduce a novel generic energy functional that we employ to solve inverse imaging problems within a variational framework. The proposed regularization family, termed as structure tensor total variation (STV), penalizes the eigenvalues of the structure tensor and is suitable for both grayscale and vector-valued images. It generalizes several existing variational penalties, including the total variation seminorm and vectorial extensions of it. Meanwhile, thanks to the structure tensor's ability to capture first-order information around a local neighborhood, the STV functionals can provide more robust measures of image variation. Further, we prove that the STV regularizers are convex while they also satisfy several invariance properties w.r.t. image transformations. These properties qualify them as ideal candidates for imaging applications. In addition, for the discrete version of the STV functionals we derive an equivalent definition that is based on the patch-based Jacobian operator, a novel linear operator which extends the Jacobian matrix. This alternative definition allow us to derive a dual problem formulation. The duality of the problem paves the way for employing robust tools from convex optimization and enables us to design an efficient and parallelizable optimization algorithm. Finally, we present extensive experiments on various inverse imaging problems, where we compare our regularizers with other competing regularization approaches. Our results are shown to be systematically superior, both quantitatively and visually.
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    Hessian Schatten-Norm Regularization for Linear Inverse Problems
  


  
  
    We introduce a novel family of invariant, convex, and non-quadratic functionals that we employ to derive regularized solutions of ill-posed linear inverse imaging problems. The proposed regularizers involve the Schatten norms of the Hessian matrix, which are computed at every pixel of the image. They can be viewed as second-order extensions of the popular total-variation (TV) semi-norm since they satisfy the same invariance properties. Meanwhile, by taking advantage of second-order derivatives, they avoid the staircase effect, a common artifact of TV-based reconstructions, and perform well for a wide range of applications. To solve the corresponding optimization problems, we propose an algorithm that is based on a primal-dual formulation. A fundamental ingredient of this algorithm is the projection of matrices onto Schatten norm balls of arbitrary radius. This operation is performed efficiently based on a direct link we provide between vector projections onto norm balls and matrix projections onto Schatten norm balls. Finally, we demonstrate the effectiveness of the proposed methods through experimental results on several inverse imaging problems with real and simulated data.
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      Maxwell Parallel Imaging
    


    
    
      Purpose: To develop a general framework for Parallel Imaging (PI) with the use of Maxwell regularization for the estimation of the …
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      Microscopy Image Restoration with Deep Wiener-Kolmogorov filters
    


    
    
      Microscopy is a powerful visualization tool in biology, enabling the study of cells, tissues, and the fundamental biological processes; …
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      Modern digital cameras rely on the sequential execution of separate image processing steps to produce realistic images. The first two …
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      Iterative Residual CNNs for Burst Photography Applications
    


    
    
      Modern inexpensive imaging sensors suffer from inherent hardware constraints which often result in captured images of poor quality. …
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